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Overall performance on this difficult exam was very good.  The average was 22 out of 27. 
 
Machine readable files were received from 15 out of 16 students, and were used to analyze performance on the 
various items.  Here are the number correct for each item. 
 

 
As you can see, performance overall was substantially better on the last 15 items than on the first 12.  
 
Here are the numbers for items that anyone got wrong. 
 
X11  X3 X27 X12 X10  X6  X7  X5  X8 X20 X25 X26  X1  X2  X4 X16 X17 X18 X19 X24   
  4   6   6   7   9  10  11  12  13  13  13  13  14  14  14  14  14  14  14  14    

 
We’ll take a look at the items that produced the poorest performance. 
 
 
 



 
 
 
Several facts that are required to solve this item:  
 
A chi-square variables with ν  degrees of freedom has a variance of 2ν . 
 
If A and B are independent, by the heuristic rule, the random variable 2A B+  has a variance of  
 
 2 2( 2 ) 4A BVar A B σ σ+ = +  (1.1) 
 
A must have a variance of 2 14 28× = , and B must have a variance of 2 22 44× = . So 
 

  ( 2 ) 28 4(44) 28 176 204Var A B+ = + = + =  (1.2) 
 
Consequently, the random variable A+ 2B  has a standard deviation of 204 14.283= .  
 
 
The majority of people who got this item wrong chose alternative (b).  This item was created as a deliberate 
distractor and had the incorrect formula 
 2 22A Bσ σ+  (1.3) 
 
People who chose this alternative forgot, in the speed of the moment, to square the linear weight of 2. 
 
You could have checked out your answer with R in less than a minute. Remember our random number 
generation routines?  Lets create a million examples of 2A B+  in R. 
 
> set.seed(12345) 
> data<- rchisq(1000000,14)+2*rchisq(1000000,22) 
> sd(data) 
[1] 14.27338 
 
This settles the issue completely. 
  



 
 
Countless times in the course, we emphasized that the distribution of the sample mean based on n observations 
from a normal distribution with 106µ =  is normal, with mean µ  and standard deviation / nσ .  So in this 
case, we can say that •Y  has a mean of 106 and a standard deviation of 11 / 79 . We want the 95th percentile of 
this distribution, which is computable directly in R as 
 
> qnorm(0.95,106,11/sqrt(79)) 
[1] 108.0357 
 
So (b) is the correct choice.  Alternative (d) was the most popular item wrongly chosen.  I deliberately made it 
stand out from all the other numbers because I thought that would make it a good distractor. 
 



 

 
This was a tough one.  Start by getting a confidence interval for the noncentrality parameter λ . In order to do 
that, you need to know the degrees of freedom for the A main effect F statistic. They are 1 3 1 2A − = − = , and 

3( 1) 3 (12 1) 99AB n × × − =− = . So the confidence limits for λ are 
 
> out <- conf.limits.ncf(F.value = 3.89, conf.level = .90,  
+     df.1 = 2, df.2 = 99) 
> lambda.limits <- c(out$Lower.Limit,out$Upper.Limit) 
> lambda.limits 
[1]  0.5561023 18.6208907 
 
To convert these to limits on the RMSSE, we need to (carefully!) get the relationship between λ  and the 
RMSSE. This relationship is given in the lecture slides as shown below. 
 

 
 
In the above formula, 3 3612nθ × ==  and 2dfθ = , and so / 72θ θλΨ = . 



Consequently, we can convert confidence intervals on λ  into confidence intervals on the RMSSE by dividing 
them by 72 and taking the square root. 
 
This is easy to do in R. 
 
> sqrt(lambda.limits/72) 
[1] 0.08788426 0.50855037 
 
 
 

 
 
The correct answer is (b). Why is it correct? Because, for the difference between scores to have the normal 
distribution that is required for a 1-sample t test, the two measurements must have a bivariate normal 
distribution. 
 
Let me comment on the distracters. 
 
Alternative (a) cannot be correct because there is no assumption of equal variances in the correlated sample t. 
Indeed, there is no need for it.  The two columns of numbers are reduced to one, and so the test is actually 
performed as a 1-sample t. 
 
Alternative (c). Independence of observations is required of both tests. 
 
Alternative (d). Homoskedasticity means “equal variances,” and so is equivalent to (a).  
 
Alternative (e) is not correct because alternative (b) is correct.  
 

  



 
 
By the heuristic rule, the variance of 1 2Y Y− , assuming the samples are independent, is equal to  
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By the way, you could easily simulate this in R. After a million samples, the choice of (d) is quite clear. 
 
> set.seed(12345) 
> data <- replicate(1000000,mean(rnorm(20,0,sqrt(50)))-
mean(rnorm(40,0,sqrt(100)))) 
> var(data) 
[1] 4.991689 
 
  



 
 
We begin by getting a confidence interval for λ , the noncentrality parameter.  This may be done in R as 
follows: 
 
> out <- conf.limits.ncf(4.47,0.90,2,33) 
> lambda.limits <- c(out$Lower.Limit,out$Upper.Limit) 
 
Since, for a 1-Way ANOVA,  

 f
na
λ

=  (1.4) 

we can transform the confidence interval 
 
> n <- 12; a <- 3 
> f.limits <- sqrt(lambda.limits/(n*a)) 
> f.limits 
[1] 0.1479499 0.7647664 
  



 
 
The confidence limits for the noncentrality parameter δ  are 
 
> out <- conf.limits.nct(3.2,20,.90) 
> delta.limits <- c(out$Lower.Limit,out$Upper.Limit) 
> delta.limits 
[1] 1.323981 5.005975 
 
 
From the equation 
 

 1 2

1 2
sE

n n
n n

δ
+

=  (1.5) 

we get 
 
> n.1 <- 11 
> n.2 <- 11 
> Es.limits <- delta.limits * sqrt((n.1 + n.2)/(n.1*n.2)) 
> Es.limits 
[1] 0.5645473 2.1345551 


